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Abstract 

The research of this paper deals with digital shop windows and their clients in-
teracting with it. The glass pane between user and system prevents direct contact 
with the screen and thus forces the user to actively interact via gesture control 
with the system. With help of a self-developed prototype of a gesture driven 
digital shop window control system, a usability-test was realized to test different 
gestures and their effect on clients.  

1 Introduction 

A typical shop window for real estates is cobbled with printed ads of houses 
or flats. People pass by without even recognising that there is something to 
look at. What if the use of new technologies could enhance this kind of shop 
windows? What technologies could be used? And most importantly, how can 
people interact with a system through a pane of glass?  

ShopWindowControl was built to catch the attention of pedestrians. But 
that’s just the beginning. The ShopWindowControl also gives pedestrians the 
chance of individually filter ads of a real estate agent to meet their own spe-
cific needs. For example, if someone wants to buy a flat for about € 100,000 
in Vienna, they can choose not to get any ads for houses in another city. 
Thus, ShopWindowControl provides users a list of real estate ads that can be 
filtered. The users can see different details and pictures of every object in the 
list and are able to save interesting offers onto their own smartphone or tab-
let. And that should work with the usage of 3D gestures. Figure 1 shows one 
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of the first concept pictures we made for ShopWindowControl. It should 
illustrate how we think modern shop windows for real estates could look like 
in the future. 

Figure 1  Concept for ShopWindowControl 

For tablet or smartphone interaction the usage of 2D gestures turned out 
to be the most effective. In case of touch-less interactions it seems that 3D 
interfaces are evolving. But until now there are only a few products like some 
of the games for Microsoft Xbox that were able to successfully hit the mass 
market (cf. Bigdelou et al. 2012). 

In this work we explore different technical solutions for a 3D gesture 
based shop window controlling and how people interact with them.  

2 Related Work 

Touch-less interaction with devices has been a field of interest for decades, 
though, as mentioned in the introduction, only a hand full of products based 
on those researches have hit the mass market.  

In the past few years a lot of attempts to make touch-less interaction pos-
sible have been conducted. The researches are based on different technolo-
gies eg. webcam-based attempts like in the works of Nguyen et al. (2011), 
Dardas & Petriu (2011) and Mazumdar et al. (2013). Then there are the 
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Leap-Motion-based attempts like the works of Potter et al. (2013) and Sutton 
(2013), and Kinect-based attempts like the work of Bigdelou et al. (2012). 

It is important to know how people react to an interactive shop window 
and how they notice and learn the interaction with it. There are some works 
regarding this knowledge and covering common problems about it (cf. Ning 
et al. 2011; Müller et al. 2012; Ten Koppel et al. 2012). 

Another problem was to decide the kinds of gesture, which should be used 
to control the interactive shop window. Therefore the work of Pagán (2012) 
and Perry et al. (2010) were explored and the most efficient gestures for our 
prototype chosen, which were simple gestures like swiping left and right or 
lifting one arm up. 

3 Empirical Research 

3.1 Implementation of the functional prototype 

The prototype should resemble the prospective product as close as possible. 
It should already use the desired hard- and software as well as the program-
ming architecture. One of the main testing points is to turn the attention to-
wards all possible technical constraints of the hardware like solar radiation, 
penetrability of the glass, other pedestrians who could possibly disturb the 
recognition of gestures, and of course accuracy and coverage of the sensor.  

The testing scenario was an interactive shop window for real estate 
agents. The screen should show various estates for passers-by to skim 
through, give the possibility to switch to a details page, where users could 
look at photos and a map of the surrounding area, and finally offer a way of 
transferring the desired estate to users’ smartphone or e-mail.  

The whole set-up took place in an open area with a lot of activity at the 
University of Applied Sciences in St. Pölten to simulate the crowded streets 
in front of shop windows and to show if pedestrians cause perturbation with 
the gesture recognition system. 

3.2 Preliminary Decisions 

To build a thorough foundation for implementing and building the first proto-
type, it was necessary to clarify questions such as which hardware to use for 
gesture recognition and which system or programming language should be 
used for displaying the front end.  
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The two most frequently used gesture recognition systems are the Micro-
soft Kinect and the Leap Motion. The research showed that the Microsoft 
Kinect would have the most potential to serve the desired purposes for vari-
ous reasons. In Figure 2 you see pictures of our pre-test where we tested the 
Leap Motion and the Microsoft Kinect v1, which we used for our prototype.  

Figure 2  Technical pre-tests 

The most crucial decision aspect was the action range. The Microsoft 
Kinect has a much wider range from 0.4 to 4 meters whereas the Leap Mo-
tion only has a small sight angle directly above the hardware from only a few 
centimeters. The main feature that was used in our prototype was the skeletal 
tracking of the Microsoft Kinect. It enables a user to be represented as a 
number of joints without any required calibration. These joints are body parts 
such as head, neck, shoulders, arms and legs and represent their actual and 
real-time position by its 3D coordinates (cf. Zhang 2012). Knowing where 
these body parts are and how they move in space is crucial for implementing 
a gesture detection method. Figure 3 shows how the skeletal tracking of the 
Microsoft Kinect looks like.  

To decrease development time, we implemented the frontend of our pro-
totype with web technologies. The gesture detection now runs a service, 
which sends its data to the webpage via sockets.  
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3.3 Composition 

The prototype consists of one big screen, the Microsoft Kinect above of it 
and a PC, which runs the gesture recognition and the frontend – everything 
placed behind a display window. The screen shows adverts of estates in the 
neighborhood. The user is able to flick through the adverts, to retrieve addi-
tional details and to transfer information about one estate onto the user’s 
smartphone.  

Gestures 

The prototype should be operated through 3D touch-free gestures that do not 
have restrictions to the x- and y-axis (cf. Pagán 2012). This means that there 
exists a wide range of possibilities of input and interaction for the user. But 
as the work of Perry et al. (2010) shows, the gestures carried out in public 
should not be too overt and over-dimensioned because passers-by may be too 
embarrassed to perform them. Hence, it was decided to use only simple, 
swipe-related gestures, which count to the most basic 3D gestures.  

All in all, there are four different types of gestures implemented in the 
final prototype: 

• swipe left with left or right hand to display next object

• swipe right with left or right hand to display previous object

• swipe up with both hands to show details

• swipe down with either both hands or the left or right hand to hide de-
tails.

Direction-giving images in form of silhouettes mimicking the gesture-to-use 
are placed throughout the user interface, in order to give the passers-by an 
idea of how to use the application and which gesture to perform as seen in 
figure 4, at the bottom of the interface. 

Figure 3  Technical prototype 
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Figure 4  ShopWindowControl Interface 

Technical implementation 

The front-end is a simple designed webpage made with HTML5 and SASS 
(Syntactically Awesome Style Sheet). Its functionality has been built with 
AngularJS. The gesture detection runs separately inside a C# program, which 
streams the events to the webpage via sockets. Gestures are found by itera-
ting over segments of different gestures and the system fires an event if one 
of them is completed. The webpage then handles the incoming event. 

Qualitative empirical social research 

To test the prototype, a qualitative empirical social research in the context of 
a laboratory analysis was conducted. The aim of the research was to analyze 
the efficiency and simplicity of gesture control, even with people that are not 
mandatorily technophile. Participants were between 21 and 30 years of age, 
from both genders and different social classes. 

The probands were divided into two different groups consisting of six 
people each: 

• The first group did not get any help or instructions on how to use or in-
teract with the system, though they did know that the project was called
“interactive shop window”.

• The second group got the information that the system is operated through
gestures and also got some examples about what a gesture could look
like.



Shop Window Control                                                                                   93 

Figure 5 shows the whole setup of the empirical social research. A pro-
bands stands in front of a huge monitor, which is equipped with a Microsoft 
Kinect performing a swipe gesture. 

Figure 5  Proband during testing 

Body of research 

Every participant had to answer some demographic questions, such as age, 
hobbies and occupation. It was also necessary to ascertain if some of the 
probands had any technical know-how or, concerning the first test group, 
were familiar with gestures. Afterwards they had to solve a set of tasks corre-
sponding to the predefined test manual. While solving the tasks, a testing 
director accompanied the user for supervising and observing purposes at all 
times. Additionally, the whole research was filmed and audio recorded to 
offer the possibility of better analyzing the research process afterwards. The 
test persons were asked questions about difficulty and problems they had 
during the completion of the tasks. 

Tasks 
The proband was given three tasks to fulfil. Everything of importance was 
documented for the analysis, like facts about needed help from one of our 
group members, the gestures the person tried, and if those gestures were ap-
propriate to the task. For further development of our application, we also 
wanted to know about the user experience and therefore, we documented if 
people were feeling good with the given gestures and our prototype. 



94  Bibiana Bayer et al.

• Task 1: You are standing in front of an interactive shop window and you
want to look through the displayed estates. Correct gesture: swipe
left/right

• Task 2: You found an estate that you are interested in. Select it and dis-
play its details. Correct gesture: swipe up/down

• Task 3: Have a look at the pictures of this estate. Correct gesture: swipe
up/down

Statistic Analysis 
As mentioned before, twelve people were tested, half of them female. The 
age of participants varied between 21 and 30 years. 

Six people were given information about the application, while the second 
group had to fulfil the tasks without information about the gestures. The ave-
rage time for one test in general was 20 minutes, there were no significant 
differences between the two groups. 

Execution of task 1 was no problem for the group of people with informa-
tion (second group) and the feedback about the gesture was good. People said 
the gesture is intuitive because it is similar to gestures on touch-devices. Half 
of the group without information (first group) immediately found out which 
gesture they had to use, two people tried touch-and-swipe first and only one 
person had to be given information about the gesture, because otherwise she 
wouldn’t have been able to fulfil the task. They told us the gesture is easy to 
learn, but it might be easier if you do not have to strike out that much. Fur-
thermore the displayed arrows confused them and were the reason, that they 
thought the display is a touch-table. 

Task 2 was not a problem, either. The testers with information handed to 
them (second group) were able to make the right gesture at first try. The re-
sponse was positive as they considered the gesture is easy to use, though 
some of the participants said that a long click could be useful for this kind of 
information-display.  

Some of them said that the shown mouse cursor (which was displayed as 
a symbol of a hand) was affecting their way of thinking, because it reminded 
them of touch devices. In the information-lacking group there were two peo-
ple who needed help as they didn’t realise there is a symbol showing them 
how to execute the right gesture. Their feedback included the wish for more 
information about the gesture. 

The third and last task seemed to be the most difficult of all of them. In 
both groups one person was totally confused about the task and about the 



Shop Window Control                                                                                   95 

gesture. Two people from the group with information (second group) wanted 
to execute a long click, in the other group (first group) two people needed 
help with the gesture. In general the people were confused because they did 
not recognize that there is more than one picture shown on that page. The 
mouse cursor was affecting them again and they told us that more feedback 
and information would be considered desirable. 

4 Results 

During our research, the development of the prototype and the user experi-
ence test we figured out some facts that are interesting for our future deve-
lopment of the application and are further described in the following para-
graph. 

4.1 User-Experience 

The group of people that was given information about the application and the 
gestures (second group) did not really have problems with executing the 
tasks and finding out how to use the application, but in general we found they 
did not finish faster than the other group without information (first group). 
That group found easily that the application is executed by gesture recogni-
tion and not by touching on it. 

The symbols showing the gesture to use was helping all of the users to 
finish tasks easily. The more symbols and help we showed them, the easier it 
was. Some of the users would not have been able to finish most of the tasks 
without those helping symbols, only the first gesture (swiping left and right) 
was intuitive for them in the first instance.  

The mouse-cursor was confusing as it gave respondents the illusion that 
they are able to drag and drop elements.  

4.2 Technical 

Using the Microsoft Kinect is the best decision for this use case and for our 
prototype. Still the Microsoft Kinect has some problems as well. Especially 
the gesture recognition through a window was not working when we were 
testing at our university, most likely because of the fire protection glass, 
which blocks some of the infrared rays.  
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5 Discussion 

We found that it doesn’t matter to people if they know they have to use 3D 
gestures or not. We expected a time difference between group one and group 
two but there was none. It was enough for the probands to see illustrations 
that show which gestures they can perform. For example lifting an arm to 
view details of a real estate.  

Another important thing is performance. If people make a gesture and 
nothing happens they get confused and think they did something wrong and 
start trying gestures randomly.  

In the future, we will develop a user interface that shows the user at any 
time which gestures are possible through the help of illustrations. Additio-
nally it should react more fluently to the users’ input. 

A potential obstacle for using the Microsoft Kinect was that it doesn’t 
operate well in broad sunlight because of the use of structured infrared light 
to measure depth. With the release of the Xbox One, Microsoft also released 
the Kinect v2, which now uses a time-of-flight camera and is supposed to 
work better – even in outside environments. It features better recognition of 
users with more joints than its predecessor and can track a higher number of 
users simultaneously.  

After adding these features, we will take this second prototype to a real 
shop window and test it under a natural environment with real pedestrians. 
This should help us to test it under nearly natural preconditions and get in-
sights about the technical limitations, but also to get a broader excerpt of the 
future target group. 
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